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#### Abstract

We discuss the existing 2D and 3D random sequential adsorption (RSA) models and demonstrate that some of the assumptions used in these models can lead to incorrect results. Specifically, neglecting the particle-surface interaction at a distance from the adsorption surface in the 2D model can result in overestimating the surface blocking effect, while the assumption of the rectilinear particle trajectory in the model 3D can lead to inaccurate pair correlation functions. Next, we propose a new RSA approach that overcomes these shortcomings of the 2D and 3D models and allows modeling soft colloidal particle deposition (irreversible adsorption) on surfaces precovered with smaller particles. This approximate model allowing electrostatic interaction of colloid particles at a charged interface employs a many-body superposition approximation and considers adsorbing particle curvilinear trajectory in the thin electrolyte layer adjacent to the interface. Finally, we derive approximate analytical expressions for the available surface function of the adsorbing particle in the limit of low surface coverage, applying the 2D scaled-particle theory with a modification for the sphere geometry and electrostatic interaction. © 2006 Elsevier B.V. All rights reserved.
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## 1. Introduction

The adsorption and deposition (irreversible adsorption) of colloids and bioparticles at solid/liquid interfaces are of great significance in many natural and practical processes such as water and wastewater filtration, membrane filtration, papermaking, flotation, protein and cell separation, enzyme immobilization, membrane biofouling, and artificial organ transplant. Often in these processes, especially in filtration, polydisperse suspensions or mixtures appear, e.g., colloid/polymer, colloid/macroscopic particle, or protein/surfactant. As a result of their higher diffusivity, the smaller components of the mixture will adsorb preferentially at the interface, forming a layer that may prohibit consecutive deposition of larger particles. This effect leads to a considerable decrease in the kinetics of larger-particle accumulation at the

[^0]interface, as reported in the literature [1-3]. Similar problems often appear in model experiments concerned with protein or colloid-particle adsorption when the usual substrate cleaning procedure may produce a nanosized contaminant layer difficult to detect by conventional means. In respect to both charge distribution and geometry, formation of such a layer will produce surface heterogeneity, which is expected to influence the kinetics and maximum coverage of the adsorption experiments. Thus, modeling of adsorption phenomena at precovered surfaces seems an important and challenging task that can be accomplished using a variety of approaches. Among them, the random sequential adsorption (RSA) approach seems to be the most suitable one because of its simplicity and efficiency.

The classical RSA model considers a sequence of trials of particle adsorption on a homogeneous interface [4-6]. Once an empty surface element is found, the particle is permanently fixed, with no consecutive motion allowed. Otherwise, the virtual particle is rejected and a next-addition attempt is undertaken. Since the 1980s a number of extended RSA models have been developed that include the effects of particle
shape [7-11], Brownian motion [12-15], external force [16-19], particle-particle [20-22] and particle-interface [23] electrostatic interaction, colloid-particle polydispersity [24-26], and surface heterogeneity [27-30]. The results based on RSA simulations allow us to predict particle monolayer structure and the jamming coverage of particles. One may use the model to predict particle-adsorption kinetics as well, although depending on the particle-transport mechanism, an appropriate analysis of real adsorption problems can require inclusion of a correction for bulk transport or the hydrodynamic scattering effect [31]. Thus, RSA modeling can be a powerful tool in the study of irreversible adsorption of macromolecules, proteins, and colloid particles.

As discussed in this paper, however, both 2D and 3D RSA models that consider the effects of electrostatic interaction, often exploited for the interpretation of experimental results, are greatly simplified, and their application to bimodal systems can result in incorrect predictions. Therefore, the goal of this paper is to propose a new, more realistic adsorption approach. After a short discussion of the two existing models, we present the new curvilinear trajectory (CT) RSA approach of particle adsorption that includes the electrostatic interaction at the adsorption surface. We also derive approximate analytical expressions for the available surface function of the adsorbing particle in the limit of low surface coverage, applying the 2D scaled-particle theory with a modification for the sphere geometry and electrostatic interaction.

## 2. General considerations

We will describe particle deposition at heterogeneous surfaces using the two-stage RSA model exploited in our earlier studies [ $3,27,28,32,33$ ], extended by including particle energy considerations as described later on. First, the heterogeneous surface is produced by covering a homogeneous interface with $N_{s}$ small spherical particles of radius $a_{s}$. (In what follows, the subscripts $s$ and $l$ will always refer to small and large particles, respectively.) Then, adsorption of the larger particles (having a radius $a_{l}$ ) at such prepared random surface can be simulated. At both stages the number of adsorbed particles can be expressed in terms of dimensionless surface coverage defined as:
$\theta_{i}=\frac{\pi a_{i}^{2} N_{i}}{S}, \quad i=s, l$,
where $S$ is the geometrical area of the interface.
The particle adsorption probability $B_{i}$, called available surface function or blocking parameter, can be calculated for a given coverage $\theta_{s}$ and $\theta_{l}$ using the method of Schaaf and Talbot [5] by exploiting the definition:
$B_{i}\left(\theta_{s}, \theta_{l}\right)=\frac{N_{\mathrm{succ}}^{0}}{N_{\mathrm{att}}^{0}}, \quad i=s, l$,
where $N_{\mathrm{att}}^{0}$ and $N_{\text {succ }}^{0}$ are the overall and successful number of adsorption attempts, respectively, performed at fixed $\theta_{s}$ and $\theta_{l}$.

Obviously, at both deposition stages the particle-particle interaction and particle-interface interaction play a crucial role, influencing the kinetic and structural aspects of adsorption.

Unfortunately, an exact determination of the interaction energy between particles near the adsorption surface in a general case seems prohibitive because of the inherent many-body problem. However, as demonstrated in Ref. [23], in the case of shortranged interactions and not very low surface potentials, the van der Waals attraction is negligible, and the superposition approximation of the electrostatic interaction offers satisfactory accuracy of the total particle potential at the collector surface. Even with this simplification, including electrostatic interaction in the RSA model of adsorption at precovered surfaces is not an easy task. It should be remembered that RSA simulations exploit a Monte Carlo technique, which is strictly suitable for systems at equilibrium. Extending the technique to model transport-related or irreversible phenomena should carefully be considered to avoid unrealistic or unreasonable results. In the following sections, we discuss the three extended RSA models including electrostatic interaction. In what follows we assume constant potentials on all surfaces.

## 3. 2 D model

Historically, the first model of RSA allowing electrostatic interaction among colloid particles was proposed by Adamczyk et al. [20] and is known as the 2D RSA model. This model neglects the particle transport from the bulk, assumes the perfect sink particle-interface interaction, and adopts the Monte Carlo method of calculating the adsorption probability. It exploits the Boltzmann distribution for the interparticle potential and takes into account only the lateral electrostatic interaction force. The interaction energy is calculated according to the linear superposition approximation (LSA) [34], with a dimensionless coefficient $\alpha$ accounting for the interface effect on the particle-particle lateral interaction, which is expected to be on the order of 0.5 . Physically, this means that in the 2D model, the lateral repulsion of adsorbing particles is decreased by a half because of the overlapping of the particles' electric double layers and the double layer originating from the adsorption surface. For two spherical particles with radii $a_{i}$ and $a_{j}$, separated by the gap width $H_{1}=h_{1} / a_{i}$, expressed in particle radii $a_{i}$, the repulsive energy in the $k T$ units is equal to:
$E_{i j}\left(H_{1}\right)=\alpha \varepsilon \frac{k T}{e^{2}} Y_{i} Y_{j} \frac{a_{j}}{1+a_{j} / a_{i}+H_{1}} \exp \left(-\kappa a_{i} H_{1}\right)$,
$i, j=l, s$,
where $\varepsilon$ is the dielectric constant of the medium, $e$ the electron charge, $\kappa^{-1}=\sqrt{10^{3} \varepsilon k T /\left(8 \pi e^{2} I N_{A}\right)}$ the Debye length in cm, $I$ the electrolyte ionic strength expressed in mol $/ \mathrm{dm}^{3}, N_{A}$ Avogadro's number, and $Y_{i}$ and $Y_{j}$ are the effective surface potentials of the particles given by the following equation [35]:
$Y_{m}=\frac{8 \operatorname{tgh}\left(\bar{\psi}_{m} / 4\right)}{1+\sqrt{1-\left[\left(2 \kappa a_{m}+1\right) /\left(\kappa a_{m}+1\right)^{2}\right] \operatorname{tgh}^{2}\left(\bar{\psi}_{m} / 4\right)}}$,
$m=i, j$,
where $\bar{\psi}_{m}=\psi_{m}(e / k T)$ is the dimensionless surface potential of the particle $m$, and $\psi_{m}$ its surface potential. The total adsorbing
particle potential is calculated using the additivity principle for the pair interactions. In this paper we always use $i=l$ in case of $i \neq j$.

Obviously, in the case of a very thin electric double layer, $\alpha=1$, while for $\kappa a_{i}<10$, it is reasonable to expect $\alpha<0.5$ (see Appendix A). Thus, $\alpha$ can be considered a fitting parameter, allowing for some kind of correction for the surface interaction. As discussed in Ref. [20], in the case of monodisperse systems and thin double layers, calculating the exact value of $\alpha$ is not crucial, because the interparticle potential used in the model is determined mostly by the exponential term appearing in Eq. (3).

Another situation arises when the particles are asymmetric in size, as plotted in Fig. 1. Then, even at a thin double layer, the adsorbing particle attraction to the interface can result in a strong decrease of the particle-particle repulsion force. This is especially the case when the repulsion and attraction forces become comparable at some distance from the interface and so at a larger interparticle distance. Consequently, the barrier to par-
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Fig. 1. Schematic representations of interaction forces acting on a large particle approaching a homogeneous interface next to a small particle: (a) $F_{\perp}$ and $F_{l p}$ become comparable at some distance from the interface, the net force $F_{a}$ equals $F_{11}$ (b) $F_{\perp}$ and $F_{l p}$ become comparable very close to the interface, the net force $F_{b}$ equals $F_{\text {ll }}$, (c) the net force $F_{c}$ equals $F_{l p}$ according to the perfect sink model. $\mathbf{F}_{\text {ls }}$ and $\mathbf{F}_{\text {lp }}$ are the electrostatic particle-particle and particle-interface forces, respectively. $F_{1 l}$ and $F_{\perp}$ denote the $\mathbf{F}_{\mathbf{l s}}$ vector compounds parallel and perpendicular to the interface, respectively. Note that unlike $F_{a}$, the $F_{b}$ force value is reasonably well approximated by $F_{c}$.
ticle adsorption in such a system is relatively low, as discussed later on. Therefore, the 2D RSA model seems to be a reasonable approximation in a system where the attractive (driving) force can be considered to be much smaller than the repulsive particle-particle force, even close to the adsorption surface, and thus corresponds to the perfect sink model. This condition is fulfilled to a reasonable extent in the case of a very low surface potential of the interface, although the problem of particle surface diffusion or adsorption reversibility can arise in such a system. If the condition is not obeyed, however, one may expect that the surface-blocking effects predicted for adsorption on precovered surfaces using the 2D RSA model can be overestimated.

## 4. 3D model

The second RSA approach that allows electrostatic interaction, called the 3D RSA model, was proposed by Oberholzer et al. [23] and then extended to bimodal systems by Weroński [33]. Unlike the 2D model, this approach considers the particle transport from the bulk, assuming that neither electrostatic interaction nor Brownian motion causes a shift in the lateral position of the adsorbing particle as it moves toward the collector surface. During this motion, the total particle potential can be calculated according to the formula:
$E_{i}(H)=\sum_{m=1}^{n} E_{i j}\left(H_{m}\right)+E_{i p}(H), \quad i, j=l, s$,
where $H=h / a_{1}$ is the particle-interface gap width expressed in particle radii $a_{i}, n$ the number of the small and large particles attached to the collector surface in the vicinity of the adsorbing particle, $H_{m}$ the minimum surface-to-surface distance between the moving particle and the deposited particle $m, E_{i j}$ the electrostatic (repulsive) interaction energy between them, and $E_{i p}$ the electrostatic (attractive) interaction energy between the particle and the collector surface. The repulsive particle-particle interaction can be calculated using Eq. (3), derived from the LSA with $\alpha=1$, and the attractive electrostatic energy between the traveling spherical particle and the adsorption surface is given by the limiting forms of Eqs. (3) and (4) when one of the particles' radii tends to infinity.

In general, a total interaction energy profile $E_{i}(H)$ is produced by a combination of the repulsion exerted by the particles attached at the points $\left(X_{m}, Y_{m}\right)$, with the attraction exerted by the surface. As a consequence, the profile has a maximum $E_{b}$ $\left(X_{v}, Y_{v}, X_{1}, Y_{1}, \ldots, X_{n}, Y_{n}\right)$, which represents a kinetic barrier to adsorption of the virtual particle at the point $\left(X_{v}, Y_{v}\right)$. Its height depends on the configuration of deposited small and large particles. Using the Boltzmann distribution, one can calculate the particle adsorption probability at the given point of the adsorption surface. Fig. 2 presents the total interaction energy profiles corresponding to the simplest system, in which the large particle moves toward the surface next to the small, adsorbed particle. We assume the following parameters: $a_{s}=250 \mathrm{~nm}, a_{l}=625 \mathrm{~nm}, \psi_{s}=\psi_{l}=-50 \mathrm{mV}, \psi_{p}=100 \mathrm{mV}$, and $I=10^{-4} \mathrm{M}$. The profiles correspond to three different values of the dimensionless particle center-to-center distance projection


Fig. 2. Electrostatic interaction energy profiles calculated for the large particle approaching the surface next to the small particle in 3D RSA. The plots represent results based on Eq. (5). The dash-dot-dot line depicts the large particle-interface attraction. Dotted and solid lines correspond to the particle-particle repulsion and the total energy profiles, respectively. Circles, squares, and triangles indicate results obtained for $R_{2}=R_{0}+2 / \kappa a_{l}, R_{2}=R_{0}+1.2 / \kappa a_{l}$, and $R_{2}=R_{0}+0.8 / \kappa a_{l}$, respectively, where $R_{0}=2 / \sqrt{\lambda}$. See more details in the text.
length $R_{2}=r_{2} / a_{l}=\sqrt{\left(X_{l}-X_{s}\right)^{2}+\left(Y_{l}-Y_{s}\right)^{2}}$. Based on the plots, one can conclude that the energy barrier occurs at some height above the adsorption surface and that the barrier height increases when the projection length $R_{2}$ decreases.

Although the authors of Ref. [23] claim that the 3D RSA model is more realistic, one should remember that the physics of this approach is still greatly simplified. The assumption that the particle trajectory is perpendicular to the interface seems artificial, especially for a particle overcoming the energy barrier, where the lateral component of the repulsive particle-particle force dominates. We can expect that, according to the Boltzmann distribution, most of the particles passing the energy barrier have relatively low kinetic energy (see Appendix B). More important, in the thin layer of the electrolyte adjacent to the interface, the surface forces, including the lateral particle-particle repulsion, become very large compared with the unit $k T / a_{i}$, characterizing thermal motion of the particle. Therefore, in the surface layer the particle will move approximately along the force lines of the electrostatic field. Thus, although the 3D RSA model seems to be a reasonable approach for studies of kinetic aspects of adsorption phenomena, it fails to provide appropriate monolayer structures. Consequently, one can suppose that computed jamming limits might be inaccurate as well.

## 5. CT model

The shortcoming of the 3D RSA model inherent in the assumption of the rectilinear trajectory of the adsorbing particle can be overcome by allowing curvilinear particle trajectory during its travel toward the adsorption surface. As discussed earlier, most of the particles passing the energy barrier move approximately along the force lines of the strong electrostatic field at the interface. The particle trajectory can be calculated according to the forces acting on the particle, starting from the point where the energy barrier was found (see Fig. 3) up to the point corresponding to the particle-interface contact. This modification delivers a new model that we will call CT RSA. In the simplest formulation of this model, the trajectory is determined assuming the mutual compensation of hydrodynamic


Fig. 3. Three different approaches of random sequential adsorption at precovered surfaces. Bold lines depict trajectories of the large-particle center considered in the models. The schemes show the large spherical particle at the energy barrier, where the adsorption probability is calculated, at the same distance $R_{2} . \mathbf{F}_{1}$ represents the net force acting on the particle at the barrier. Note that because of the smaller particle-particle distance in the 2D RSA model, this approach predicts much stronger repulsion than the 3D and CT models. Unlike the 3D model, the CT RSA model assumes that immediately after crossing the energy barrier, the adsorbing particle begins to move curvilinearly.
and dispersion forces between the interface and the particle approaching it. Furthermore, particle-particle hydrodynamic and dispersion interactions, external forces, and rotational motion as well as convection and Brownian motion in the thin layer are neglected. Therefore, the virtual particle trajectory can be calculated based on the deterministic equation of the motion:
$\frac{\mathrm{d} \mathbf{R}_{\mathbf{i}}}{\mathrm{d} \tau_{i}^{*}}=\mathbf{F}_{\mathbf{i}}\left(\mathbf{R}_{\mathbf{i}}\right)$,
where $\mathbf{R}_{\mathbf{i}}=\mathbf{r}_{\mathbf{i}} / a_{i}$ is the virtual-particle position vector in the $a_{i}$ units, $\tau_{i}^{*}=t a_{i}^{2} / D_{i}^{\infty}$ the dimensionless time, $t$ the time in $\mathrm{s}, D_{i}^{\infty}=k T / 6 \pi \eta a_{i}$ the diffusion coefficient of the particle in the bulk, $\eta$ the solution dynamic viscosity, and $\mathbf{F}_{\mathbf{i}}$ the net force acting on the particle, expressed in the $k T / a_{i}$ units and
calculated according to the equation:
$\mathbf{F}_{\mathbf{i}}\left(\mathbf{R}_{\mathbf{i}}\right)=-\nabla E_{i}\left(\mathbf{R}_{\mathbf{i}}\right)$
where $E_{i}\left(\mathbf{R}_{\mathbf{i}}\right)$ is the total particle potential given by Eq. (5). Note that Eq. (6) is the well-known Stokes formula relating the velocity of a spherical particle in the creeping flow to the force acting on the particle, expressed in the dimensionless form.

It should be noted that, in the CT model, the probability of particle adsorption at the final point of its trajectory is considered to be equal to the probability of the particle appearing at the energy barrier, calculated according to the Boltzmann distribution, as in the 3D model. If no energy barrier exists at the chosen virtual coordinates $X_{v}, Y_{v}$, the particle trajectory is not calculated. Instead, the minimum gap width $H$ between the surface


Fig. 4. Flow chart of the main simulation loop of the CT RSA model.
of the virtual particle and the interface is determined for these coordinates, under the condition of non-overlapping other, earlier adsorbed particles. If the gap width $H$ is equal to zero, the virtual particle is adsorbed at the point $\left(X_{v}, Y_{v}, 1\right)$, with the probability equal to one. Otherwise, the probability of particle adsorption is calculated at the point ( $X_{v}, Y_{v}, H+1$ ), which is considered to be the starting point of the virtual-particle trajectory. The flow chart of the main simulation loop is presented in Fig. 4.

There is no conceptual difficulty in incorporating thermal motion, convection, or other types of interaction into the model, although incorporation may require some modification of the method used for choosing the particle's starting position. Eq. (6) then becomes the stochastic Langevin-type equation that is the base of the Brownian Dynamics (BD) method [36]. Therefore, using the more-sophisticated equations leads to a "smart" BD model. In spite of rapid development in computer technology, however, the computational expense of such simulations is still high, which makes the simple CT RSA model attractive and useful.

## 6. Analytical approximation

It is important to compare numerical results of computer simulations with analytical solutions that can be derived for special or limiting cases. Such a comparison allows verification of the used assumptions and correctness of the algorithm. Because of a lack of appropriate expressions for the available surface function in the case of the RSA of spherical particles at precovered surfaces, we have to test results of our simulations in terms of the equilibrium adsorption approach. This approach seems reasonable because the available surface functions for the RSA and equilibrium processes are indistinguishable in the early stage of deposition at low surface coverage [5]. For the equilibrium adsorption approach, we need to derive analytical formulae predicting the available surface function in equilibrium systems containing a bimodal mixture of soft spheres at an interface. We exploit the extension of the effective hard-particle approximation to bimodal systems described in Appendix C.

According to the scaled-particle theory formulated in Ref. [37] and then extended to multicomponent mixtures in Refs. [38,39], the equilibrium available surface function for the bimodal suspension of disks is given by the expression:

$$
\begin{align*}
B_{i d} & =-\ln \left(\frac{\mu_{i d}^{R}}{k T}\right) \\
& =\left(1-\theta_{d}\right) \exp \left[-\frac{3 \theta_{i d}+\gamma(\gamma+2) \theta_{j d}}{1-\theta_{d}}-\left(\frac{\theta_{i d}+\gamma \theta_{j d}}{1-\theta_{d}}\right)^{2}\right] \tag{8}
\end{align*}
$$

where $\mu_{i d}^{R}$ is the residual potential of the particles $i ; i, j=l, s ; \theta_{i d}=$ $\pi a_{i d}^{2} N_{i d} / S$ is the disk surface coverage; $a_{i d}$ and $N_{i d}$ are the radius and number of the adsorbed disks, respectively; $\theta_{d}=\theta_{l d}+\theta_{s d}$, and $\gamma=a_{i d} / a_{j d}$ is the disk size ratio. It should be noted that Eq. (8) describes a 2D system of hard discs only.

However, a useful approximation of the effective hard-sphere available surface function can be formulated by redefining the geometrical parameter $\gamma$. Expanding Eq. (8) in the power series of $\theta_{\text {id }}$ (up to the order of two), one obtains the following expression [28]:
$B_{i d} \cong 1-4 \theta_{i d}-(\gamma+1)^{2} \theta_{j d}$,
which is valid for low surface coverage. In the case of the bimodal system of the effective hard spheres, it can be deduced from geometrical considerations that at low coverage, when the adsorbed particles are far apart, the large-particle available surface function is equal to:
$B_{i} \cong 1-4\left(\frac{d_{i i}^{*}}{2 a_{i}^{*}}\right)^{2} \theta_{i}^{*}-4 \lambda^{*} \theta_{j}^{*}$,
where $\lambda=a_{i} / a_{j}$ is the spherical particle size ratio, $d_{i j}$ the particle center-to-center distance projection length, and the asterisk indicates the effective geometrical properties. Note that the terms proportional to $\theta_{i}^{*}$ and $\theta_{j}^{*}$ represent the surface excluded because of the adsorbed particles $i$ and $j$, respectively.

In the case of monodisperse systems, the last term of Eqs. (9) and (10) vanishes; therefore, in the limit of low surface coverage, the available surface functions of the small disks and spheres reduce to the well-known formulae $B_{s d} \cong 1-4 \theta_{s d}$ and $B_{s} \cong 1-$ $4 \theta_{s}^{*}$, respectively. We used Eq. (C.7) in Appendix C to get the last formula. The formulae can be matched when $\theta_{s d}=\theta_{s}^{*}$. Taking this into account, we notice that in the case of bimodal systems, the available surface functions of the large disk and the effective large sphere - Eqs. (9) and (10), respectively - can be matched when
$\theta_{l d}=\left(\frac{d_{l l}^{*}}{2 a_{l}^{*}}\right)^{2} \theta_{l}^{*} \quad$ and $\quad \gamma=2 \sqrt{\lambda^{*}}-1$.
Substituting Eqs. (C.8) through (C.11), one gets
$\theta_{l d}=\left(\frac{d_{l l}^{*}}{2 a_{l}}\right)^{2} \theta_{l}, \quad \theta_{s d}=\left(\frac{d_{s s}^{*}}{2 a_{s}}\right)^{2} \theta_{s}, \quad$ and $\quad \gamma=2 \frac{d_{l s}^{*}}{d_{s s}^{*}}-1$.

This result drives us to the conclusion that the largesphere available surface function in the bimodal interacting spherical-particle system in the low coverage limit can be approximated by the equation:
$B_{l}=\left(1-\theta_{d}\right) \exp \left[-\frac{3 \theta_{l d}+\gamma(\gamma+2) \theta_{s d}}{1-\theta_{d}}-\left(\frac{\theta_{l d}+\gamma \theta_{s d}}{1-\theta_{d}}\right)^{2}\right]$,
where variables $\theta_{l d}, \theta_{s d}$, and $\gamma$ are defined by Eqs. (12).
The limiting analytical expression for the large-particle available surface function corresponding to the initial adsorption flux of the large particles at surfaces precovered with the small ones, derived at $\theta_{l}=0$, is
$B_{l}^{0}=\left(1-\theta_{s d}\right) \exp \left[-\frac{\gamma(\gamma+2) \theta_{s d}}{1-\theta_{s d}}-\left(\frac{\gamma \theta_{s d}}{1-\theta_{s d}}\right)^{2}\right]$.

It should be mentioned that Eqs. (13) and (14) can be interpreted as the adsorption flux only in a system where both bulk transport and the hydrodynamic scattering effect can be neglected [31].

## 7. Conclusion

In this paper we analyze three extended RSA models including electrostatic interaction. The simplest version of the model allowing the soft interaction is the 2D RSA model, which assumes the perfect sink particle-surface interaction and considers just the lateral particle-particle interaction. The parameter $\alpha$ used in the model allows some kind of correction for the particle-interface interaction. The analysis presented in the paper suggests that this model can overestimate the surface blocking effects, especially if the adsorption process is conducted at an interface partially covered with smaller preadsorbed particles. The analysis of the more-sophisticated model 3D RSA, which considers the electrostatic particle-interface interaction, suggests that the model can adequately describe the kinetic aspects of adsorption. However, because the rectilinear particle trajectory is assumed, the pair correlation function predicted by this model can be inaccurate, especially at high surface coverage. It seems that at present the best tool for studying the kinetic and structural aspects of adsorption is the CT RSA model, which includes the electrostatic particle-interface interaction and considers the curvilinear particle trajectory at a relatively low computational cost. Depending on requirements, the model can be modified to include additional effects such as external forces or convection or Brownian motion. Application of the effective hard-particle concept allows extension of the scaled-particle the-
ory for bimodal systems of soft particles. The derived analytical formulae for the available surface function can be used for testing the numerical results in the range of low surface coverage.
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## Appendix A

Let us accept the assumption used in Ref. [20] that the proximity of the interface does not modify the particle surface potential, and vice versa. As discussed in Ref. [20], the lateral interaction force of two (large) spherical particles at the interface can be calculated as the surface integral over the contour shown schematically in Fig. A. 1 [34]:
$\mathbf{F}_{\mathrm{II}}=-\int_{S}\left[\left(\Delta p+\frac{\varepsilon E^{2}}{8 \pi}\right) \mathbf{n}-\frac{\varepsilon}{4 \pi}(\mathbf{E} \cdot \mathbf{n}) \mathbf{E}\right] \mathrm{d} S$,
where $\Delta p \approx k T I \bar{\psi}^{2}$ is the osmotic pressure at a given point relative to the bulk value, $\bar{\psi}=\psi(e / k T)$ the dimensionless electric potential at this point, $\psi$ the electric potential, $\mathbf{n}$ the unit vector normal to the closed surface $S$ composed of the plane surfaces $S_{1}, S_{2}, S_{3}$, and $S_{4}$, and

$$
\begin{equation*}
\mathbf{E}=-\nabla \psi \tag{A.2}
\end{equation*}
$$

the electric field strength vector. The surface integral (A.1) over $S_{3}$ is zero if the surface is drawn sufficiently far from


Fig. A.1. A schematic view of the electrostatic interaction of two spherical particles next to an interface at high ionic strength. The surfaces $S_{1}, S_{2}, S_{3}$, and $S_{4}$ (dashed lines) perpendicular to the plane of the picture form a close surface $S$ around the charged spherical particle. Two surfaces parallel to the plane of the picture are not presented because their effect can always be discounted if they are chosen far enough from the particle. Dotted lines depict the borders of the area where the electric potential becomes negligible (white surface). The thickness of the double layer at the interface and at the particles is similar because it depends exponentially on the $\kappa а$ parameter and only linearly on the surface potential. Note that everywhere on $S_{3}$, the potential vanishes. Because of the symmetry, the force contribution from the surface $S_{4}$ is perpendicular to the interface. Bold lines depict the parts of the surfaces $S_{1}$ and $S_{2}$ over which the integration has to be conducted. Note that surfaces $S_{1 l}$ and $S_{1 \mathrm{p}}$ are separated and that the potential on the surfaces $S_{1 p}$ and $S_{2 p}$ is identical. Therefore, the total lateral force is equal to the force acting between two isolated spherical particles with no interface.


Fig. A.2. A schematic view of the electrostatic interaction of two spherical particles next to an interface at low ionic strength when the spherical electric double layers overlap very little. Bold lines (black and white) depict the parts of the surfaces $S_{1}$ and $S_{2}$ where the potential does not vanish. Due to the symmetry, the force contribution from the surface $S_{4}$ is perpendicular to the interface. Note that the potential is different only on the small parts of the surfaces $S_{1 p}$ and $S_{2 p}$, namely on the circles $S_{1 l}$ and $S_{2 l}$. Therefore, the integration needs to be conducted just over these surfaces. Note also that any point $P$ on the circle $S_{1 l}$ is placed nearer the interface than the particle surface; therefore, the potential on the circle will be dominated by the contribution originating from the interface.
the interface. Moreover, if the ionic strength is high enough or if the particles' electric double layers overlap very little (see Figs. A. 1 and A.2), then because of the symmetry, the surface integral over $S_{4}$ gives a perpendicular component of the force only. In these cases the lateral force can be calculated from the contributions originating from the parallel planes $S_{1}$ and $S_{2}$. It can be expressed as:
$F_{l l}^{\|}=\int_{S_{1}}\left[\left(\Delta p_{1}-\Delta p_{2}\right)+\frac{\varepsilon}{8 \pi}\left(E_{\| 1}^{2}-E_{\| 2}^{2}\right)\right] \mathrm{d} S_{1}$,
where $\Delta p_{i} \approx k T I \bar{\psi}_{i}^{2}, \bar{\psi}_{i}$ is the osmotic pressure and the electric potential on the surface $S_{i}$, and $i=1,2$. $E_{| | i}$ is the component of the field strength vector parallel to the surface $S_{i}$ on this surface. Note that the positive value of the lateral force corresponds to the particle-particle repulsion.

According to the LSA, the electric potential $\bar{\psi}_{i}$ at a point $P$ is a sum of contributions originating from the particles and the interface, which are given by the following equations:
$\bar{\psi}^{l}=\frac{Y_{l}}{H_{1}+1} \exp \left[-\kappa a_{l}\left(H_{1}+1\right)\right]$
and $\quad \bar{\psi}^{p}=Y_{p} \exp \left(-\kappa a_{l} H\right)$,
where $H_{1}=h_{1} / a_{l}$ and $H=h / a_{l}$ are the dimensionless minimum distances between the point $P$ and the surface of the particle and the interface, respectively. The electric potential decays rapidly (at least exponentially) with the distance from the charged surfaces. Therefore, there always exists a distance $h_{\text {max }}$ from the particle or interface surface, at which the potential becomes negligibly small ( $\psi \approx 0$, white area in Fig. A.1). Consequently, we can limit the surface integration to those parts of the surface $S_{1}$ where the potential or the field strength vector does not vanish, i.e., $S_{1 l}$ and $S_{1 p}$, where the subscripts $l$ and $p$ mean the part of the surface where the potential is not equal to zero because of the particles and the interface, respectively. Also note that the distance $h_{\max }$ is relatively weakly (linearly) dependent on the
surface potential. Therefore, even if the surface potential of the particle and the interface differ by a few times, the distance $h_{\max }$ from both surfaces is going to be similar.

At very high ionic strength, when the parameter $\kappa a_{l}$ is very large, the surfaces $S_{1 l}$ and $S_{1 p}$ are separated (see Fig. A.1). Then, the electric potential and the field strength on the surface $S_{1 p}$ and the corresponding surface $S_{2 p}$ are equal to the potential and field strength because of the interface alone: $\bar{\psi}_{1}=\bar{\psi}_{2}=\bar{\psi}^{p}$ and $E_{| | 1}=E_{| | 2}=E_{| | p}$. Therefore, the surface integral - Eq. (A.3) - over the surface $S_{1 p}$ vanishes, and the total lateral force is equal to the surface integral over the surface $S_{1 l}$. The potential and field strength on this surface and on the corresponding surface $S_{2 l}$ are equal to the potential and field strength because of the system of two isolated particles (with no interface in their vicinity). Therefore, the lateral interaction of the spherical particles at a very large value of the $\kappa a_{l}$ parameter can be accurately described by Eq. (3), with the parameter $\alpha=1$. Physically, this means that at very high ionic strength, the interface has no effect on the particle-particle lateral repulsion.

At low ionic strength, when the parameter $\kappa a_{l}$ is small, the surfaces $S_{1 l}$ and $S_{1 p}$ overlap. Let us consider very weak overlapping of the spherical electric double layers first (see Fig. A.2). Then, the surfaces $S_{1 l}$ and $S_{2 l}$ are parts of the surfaces $S_{1 p}$ and $S_{2 p}$, respectively. The electric potentials and the field strength on all the surfaces $S_{1 p}$ and $S_{2 p}$, except the parts $S_{1 l}$ and $S_{2 l}$, are equal: $\bar{\psi}_{1}=\bar{\psi}_{2}=\bar{\psi}^{p}$ and $E_{| | 1}=E_{| | 2}=E_{\| p}$. Therefore, the only non-vanishing contribution to the integral - Eq. (A.3) - comes from the surface $S_{1 l}$. The potential and field strength on the surface $S_{1 l}$ and on the corresponding surface $S_{2 l}$ are equal:
$\bar{\psi}_{1}=2 \bar{\psi}^{l}+\bar{\psi}^{p}$,
$E_{| | 1}=2 E_{| | l}+E_{| | p}, \quad \bar{\psi}_{2}=\bar{\psi}^{p}, \quad$ and $E_{| | 2}=E_{| | p}$,
respectively. Taking this into account we can express Eq. (A.3) as:
$F_{l l}^{\|}=\int_{S_{1}}\left[4 k T I \bar{\psi}^{l}\left(\bar{\psi}^{l}+\bar{\psi}^{p}\right)+\frac{\varepsilon}{2 \pi} E_{| | l}\left(E_{| | l}+E_{| | p}\right)\right] \mathrm{d} S_{1}$.

As discussed in Ref. [20], $\bar{\psi} l$ is usually of an opposite sign to $\bar{\psi}^{p}$ in order to ensure particle adsorption and adhesion. So are $E_{| | l}$ and $E_{\| p}$, because of Eq. (A.2). In the case of very weak overlapping of the electric double layers; however, the distance $H_{1}$ calculated for any point $P$ of the surfaces $S_{1 l}$ is going to be larger (about two times on average) than the distance $H$. Therefore, both terms of the integrand appearing in Eq. (A.6) will be negative. Physically, this means that in the case of low ionic strength and a relatively large distance between particles at the interface, there will be a weak attraction between the particles-the lateral interaction will not diminish the particle adsorption probability at such a distance. From the perspective of the Monte Carlo simulations, this can be expressed by taking the coefficient $\alpha=0$ in Eq. (3).

Let us next consider stronger overlapping of the particles' electric double layers (see Fig. A.3). Now, because of the potential distribution asymmetry, we also need to calculate the integral (A.1) over parts of the surface $S_{4}$, namely over the surfaces $S_{41}$,


Fig. A.3. A schematic view of the electrostatic interaction of two spherical particles next to an interface at low ionic strength when overlapping of the spherical electric double layers becomes stronger. Black and white bold lines depict the parts of the surface $S$ over which the integration has to be conducted. Note that because of the potential asymmetry at the surface $S_{4}$, we need to integrate over the identical surfaces (segments of a circle) $S_{41}$, $S_{42}$, and $S_{43}$, where the potential is dominated by the contribution originating from the interface. Also note that the surfaces $S_{1 p}$ and $S_{1 l}$, as well as the surfaces $S_{2 p}$ and $S_{2 l}$, only paratially overlap. At the particle-particle gap width about two-times larger than the distance $h_{\max }$ from the interface (like in the picture), the absolute values of the potentials $\bar{\psi}^{l}$ and $\bar{\psi}^{p}$, as well as the absolute values of the field strength $E_{\mid l}$ and $E_{\| p}$, become comparable, and the integral (A.6) over the overlapping part of the surface $S_{1 l}$ vanishes. Then, the only non-vanishing contribution to the lateral force $F_{l l}^{\| l}$ comes from the part of the surface $S_{1 l}$ that does not overlap the surface $S_{1 p}$. This part of the surface $S_{1 l}$ is a small and relatively remote segment of the large circle formed by the intersection of the two spherical electric double layers, where the potential and field strength are as in the system of two isolated particles. Therefore, the lateral force in this configuration is much smaller than a half of that between the two isolated spheres.
$S_{42}$, and $S_{43}$. Note that the three surfaces have identical shape and surface area. The lateral component of the force can originate only from the second term of the integrand appearing in Eq. (A.1). It can be expressed as:

$$
\begin{aligned}
F_{l l 4}^{\|}= & \frac{\varepsilon}{4 \pi}\left[\int_{S_{41}}\left(E_{\perp}^{p}+E_{\perp}^{l_{1}}+E_{\perp}^{l_{2}}\right)\left(E_{\|}^{l_{1}}+E_{\|}^{l_{2}}\right) \mathrm{d} S_{41}\right. \\
& \left.-\int_{S_{42}}\left(E_{\perp}^{p}+E_{\perp}^{l_{1}}\right) E_{\|}^{l_{1}} \mathrm{~d} S_{42}-\int_{S_{43}}\left(E_{\perp}^{p}+E_{\perp}^{l_{1}}\right) E_{\|}^{l_{1}} \mathrm{~d} S_{43}\right]
\end{aligned}
$$

where the subscripts $\|$ and $\perp$ mean the compounds of the field strength vectors parallel and perpendicular, respectively, to the surface $S_{4}$, and the superscripts $p, l_{1}$, and $l_{2}$ mean the contributions of the field strength vector originating from the interface, left and right particle, respectively, as they are presented in Fig. A.3. However, everywhere on the surfaces $S_{41}, S_{42}$, and $S_{43}$, we have $\left|E_{\perp}^{p}\right| \gg\left|E_{\perp}^{l_{1}}\right|$ and $\left|E_{\perp}^{p}\right| \gg\left|E_{\perp}^{l_{2}}\right|$; therefore,

$$
\begin{aligned}
F_{l l 4}^{\|} \approx & \frac{\varepsilon}{4 \pi}\left[\int_{S_{41}} E_{\perp}^{p}\left(E_{\|}^{l_{1}}+E_{\| 2}^{l_{2}}\right) \mathrm{d} S_{41}-\int_{S_{42}} E_{\perp}^{p} E_{\|}^{l_{1}} \mathrm{~d} S_{42}\right. \\
& \left.-\int_{S_{43}} E_{\perp}^{p} E_{\|}^{l_{1}} \mathrm{~d} S_{43}\right]
\end{aligned}
$$

and because of the symmetry

$$
F_{l l 4}^{\|} \approx \frac{\varepsilon}{4 \pi}\left[\int_{S_{41}} E_{\perp}^{p} E_{\|}^{l_{2}} \mathrm{~d} S_{41}-\int_{S_{43}} E_{\perp}^{p} E_{\|}^{l_{1}} \mathrm{~d} S_{43}\right]=0
$$

Thus, the total lateral force $F_{l l}^{\|}$can be calculated by integration over the surface $S_{1}$ as in the case of very weak overlapping of the electric double layers. Again, the only non-vanishing contribution to the integral - Eq. (A.3) - comes from the surface $S_{1 l}$. Note that in this configuration, the surface $S_{1 l}$ partially overlaps
the surface $S_{1 p}$. Similarly, the surface $S_{2 l}$ partially overlaps the surface $S_{2 p}$. The potential and field strength on the overlapping parts of the surfaces $S_{1 l}$ and $S_{1 p}$, and on the overlapping parts of the corresponding surfaces $S_{2 l}$ and $S_{2 p}$ can be expressed by Eq. (A.5). The lateral force contribution originating from this part of the surface $S$ can be calculated according to Eq. (A.6). We can always find such a particle-particle gap width $h_{c}$ (that is about two-times larger than the distance $h_{\text {max }}$ from the interface), at which the absolute values of the potentials $\bar{\psi}^{l}$ and $\bar{\psi}^{p}$, as well as the absolute values of the field strength $E_{\mid l}$ and $E_{\| p}$, become comparable. At this distance between the particles, the integral - Eq. (A.6) - vanishes. Then, the only non-vanishing contribution to the lateral force $F_{l l}^{\|}$comes from the part of the surface $S_{1 l}$ that does not overlap the surface $S_{1 p}$. The potential and field strength on this part of the surface $S_{1 l}$ and on the corresponding part of the surface $S_{2 l}$ are equal to the potential and field strength because of the system of two isolated particles (with no interface in their vicinity) at the minimum surface-to-surface distance $h_{c}$. However, this part of the surface $S_{1 l}$ is only a small and relatively remote fraction of the large circle formed by the intersection of the two spherical electric double layers; therefore, the lateral force is much smaller than a half of the force acting between the two isolated spherical particles at the gap $h_{c}$. Obviously, the particle-particle potential energy, calculated by integration of the lateral force over the distance changing from infinity to $h_{c}$, will be even smaller because the non-overlapping part of the surface $S_{1 l}$ decreases with the increase of the distance between the particles and because the integral - Eq. (A.6) - over the non-overlapping part of the surface $S_{1 l}$ becomes negative at the gap wider than $h_{c}$, as discussed earlier. Therefore at the particle-particle gap width $h_{c}$, the coefficient $\alpha<0.5$.

Note that at stronger overlapping of the spherical electric double layers, the coefficient can approach the value 0.5 or even become larger. In such a configuration, however, the particle potential energy is relatively high, and the adsorption probability, decaying exponentially with the value of the energy, becomes negligible anyhow. On the other hand, at the particle-particle gap wider than $h_{c}$, the value of the coefficient $\alpha$ becomes even smaller than that at the gap $h_{c}$. Therefore, if one wants to use a constant value of the coefficient in the formula (5), then the value should correspond to an average or effective value of the coefficient that is smaller than 0.5 .

## Appendix B

Let us consider a single central collision of a colloid particle and a high-energy solvent molecule in the bulk where the particle mobility and diffusion are isotropic. We assume that the net flow and external force acting on the particle are equal to zero and that the particle velocity after the collision is small. According to the Stokes' law, the value of the viscous force acting on the particle after the collision is equal to:
$m_{i} \frac{\mathrm{~d} v_{i}}{\mathrm{~d} t}=-6 \pi \eta a_{i} v_{i}(t), \quad i=s, l$,
where $m_{i}=4 / 3 \pi a_{i}^{3} \rho_{i}$ is the mass of the particle $i, v_{i}$ and $\rho_{i}$ are its velocity and density, respectively, and $\eta$ the solution dynamic viscosity.

Integrating Eq. (B.1) once yields the velocity of the particle
$v_{i}(t)=v_{i}(0) \exp \left(-\frac{t}{\tau}\right)$,
where $v_{i}(0)$ is the particle velocity at the moment of the collision, and $\tau=2 a_{i}^{2} \rho_{i} / 9 \eta$ is the characteristic time of the particle movement. For a typical colloid particle of the size on the order of 100 nm in water at room temperature, the characteristic time is on the order of 1 ns , so the particle velocity is going to decay very rapidly.

The value of the particle displacement can be calculated by integrating Eq. (B.2), which yields
$\Delta r_{i}(t)=v_{i}(0) \tau\left[1-\exp \left(-\frac{t}{\tau}\right)\right]$.
Substituting
$v_{i}(0)=\sqrt{\frac{3 k T E_{k}}{2 \pi a_{i}^{3} \rho_{i}}}$,
where $E_{k}$ is the kinetic energy of the solvent molecule in the $k T$ units, we can express the maximum particle displacement normalized by the particle radius as:
$\Delta R_{\max }^{i}=\lim _{t \rightarrow \infty} \frac{\Delta r_{i}(t)}{a_{i}}=\sqrt{\frac{2 k T \rho_{i} E_{k}}{27 \pi \eta^{2} a_{i}}}$.
We can deduce from Eq. (B.5) that the central collision of a typical colloid particle on the order of 100 nm with a solvent molecule at kinetic energy on the order of 100 kT results in the maximum particle displacement on the order of 1 nm -so very
small. Note that the molecule kinetic energy $E_{k}$ needed to move the particle by a distance of $\Delta R_{\text {max }}^{i}$ increases quadratically with the value of the displacement.

The molecule kinetic energy resulting in a similar displacement of a colloid particle approaching the energy barrier at the solid-liquid interface has to be even larger than that for the collision in the bulk. This is so because the particle moving toward the energy barrier is additionally retarded because of the repulsive electrostatic interaction, as well as the hydrodynamic interaction with the adsorption surface and the adsorbed particles. According to the Boltzmann distribution, however, the probability of the collision with a high-energy solvent molecule decreases rapidly (exponentially) with the molecule kinetic energy. Therefore, as well as because of the rapid slow down of the particles moving in the solution, we can expect that the vast majority of the particles approaching the energy barriers at the adsorption surface will have a low kinetic energy.

## Appendix C

If the required accuracy of computation is not very high, the modeling of the electrostatic interaction can be simplified by exploiting the effective hard-particle concept. This method, originally developed for calculating the structure of real fluids [40-43] and offering considerable advantages over the direct method of soft-particle simulation, has often been exploited for modeling colloid phenomena [20,22,44-46]. Instead of making complicated and time-consuming computations of particle energy, the effective hard-particle algorithms take into consideration a simple overlapping test in which the real geometrical particle dimensions are replaced with the effective ones. Apart from simplifying algorithms and achieving a large computational gain, the effective hard-particle approach allows comparison with analytical solutions, which are often known for hard-particle systems, and thus yields a simple test for validating numerical results. It is worthwhile to note that the algorithms are independent of the method used for calculating the effective geometrical parameters. We next discuss two methods of calculating the effective hard-particle diameter for monodisperse spherical particles and extending the effective hard-particle approach to bimodal systems.

The rigorous theoretical method of determining the relationship between the idealized hard-sphere model and the smoothly varying repulsive forces found in real fluids was developed based on the idea proposed by Zwanzig [40]. Zwanzig's idea consists in treating the intermolecular forces in a fluid as perturbations on a hard-core potential. Since then, several authors have developed various perturbation theories, introducing improved models of the effective hard particle. In our consideration, we will use the Barker-Henderson model [43]. According to this model, the dimensionless effective hard-particle diameter is equal to:
$d_{i i}^{*}=a_{i} \int_{0}^{\infty}\left\{1-\exp \left[-E_{i i}(R)\right]\right\} \mathrm{d} R, \quad i=s, l$,
where $R=2+H_{1}$.
In general, the energy $E_{i i}$ can be a complicated function of the center-to-center distance $R$, and the integral appearing in Eq.
(C.1) must be computed numerically. It should be mentioned that Eq. (C.1) was derived assuming short-range interactions. This approximation has been successfully applied to a description of fluids and colloidal suspensions. The model has been extended and effectively exploited for nonspherical particles as well [22].

Another, more-intuitive approach was proposed and used mostly by researchers conducting experimental studies of colloids [44-46]. Motivated by the fact that any force becomes important as soon as the work of that force is on the same order as thermal energy, some authors have chosen $\alpha k T$ (with $\alpha \approx 1$ ) as the value of the particle-particle potential at which to fix the effective hard-sphere diameter:
$d_{i i}^{*}=a_{i} R^{*}, \quad E_{i i}\left(R^{*}\right)=\alpha$.

The value of $\alpha$ has often been obtained by fitting experimental results to a hard-particle model. This method was effectively used for spheroidal particles [46] as well. As was demonstrated in Refs. [33,47], the results of the thermal energy approach are almost identical to those predicted by the Barker-Henderson model when $\alpha=0.5$, which corresponds to the characteristic energy for one component of the 3D translation Brownian motion.

The effective hard-particle approach can easily be extended to a bimodal system. To do so, it is convenient to introduce the effective hard-particle center-to-center distance projection length, $d_{i j}^{*}$, as a generalization of the effective hard-particle diameter $d_{i i}^{*}$. Using the Barker-Henderson approximation and the 2D RSA model, one may define the lengths by the equation:
$d_{i j}^{*}=a_{i} \int_{0}^{\infty}\left\{1-\exp \left[-E_{i j}\left(R_{2}\right)\right]\right\} \mathrm{d} R_{2}, \quad i, j=s, l$,
where $R_{2}=\sqrt{\left(X_{i}-X_{j}\right)^{2}+\left(Y_{i}-Y_{j}\right)^{2}}=\sqrt{R^{2}-\left(1-a_{j} / a_{i}\right)^{2}}$ is the dimensionless actual particle center-to-center distance projection length.

On the other hand, using the thermal-energy approximation, one has
$d_{i j}^{*}=a_{i} R_{2}^{*}, \quad E_{i j}\left(R_{2}^{*}\right)=0.5$.
In the case of the 3D RSA model, Eqs. (C.3) and (C.4), involving the particle-particle energy $E_{i j}$, should be replaced with the equations
$d_{i j}^{*}=a_{i} \int_{0}^{\infty}\left\{1-\exp \left[-E_{b}\left(R_{2}\right)\right]\right\} \mathrm{d} R_{2}, \quad i, j=s, l$,
and
$d_{i j}^{*}=a_{i} R_{2}^{*}, \quad E_{b}\left(R_{2}^{*}\right)=0.5$,
respectively.
One should notice that because of a curvilinear particle trajectory in the CT RSA model, the starting and ending $X_{v}, Y_{v}$ particle coordinates are different in general. The values obtained from Eqs. (C.5) and (C.6) correspond to the starting points of the effective particle trajectories and thus should be suitable for estimating the available surface function. On the other hand, considering the structural aspects of adsorption requires taking into account the effective final positions of the adsorbing particles. However, the main driving force acting on the particles approaching the interface is not diffusion but rather strong electrostatic attraction in the thin layer adjacent to the interface. Therefore, the equilibrium approach presented above does not seem to be reasonable for predicting the effective final particle position. Instead, we can approximate the effective final distances with the values that correspond to the effective starting positions and can be found using Eq. (6). In what follows we will use $d_{i j}^{*}$ to denote the final distance-projection length corresponding to the effective starting distance.

In general, the effective hard-particle dimensions calculated using the above methods are nonadditive in the sense that the condition $d_{l s}^{* 2}=d_{l l}^{*} d_{s s}^{*}$, resulting from the simple geometry of two contacting spheres on a planar surface, is not obeyed. This situation makes further analysis more complicated. Therefore,


Fig. C.1. A schematic description of effective hard-small and soft-large particles at a plane interface. Dashed lines denote shapes of the effective particles and adsorption surface. Dash-dot lines show the effective interaction range of the large particles.
to ensure additivity of the effective particle dimensions, we will choose effective radii in such a way as to have the system of the small effective hard particles and the effective interacting large particles (see Fig. C.1). From the symmetry condition, we get
$a_{s}^{*}=\frac{1}{2} d_{s s}^{*}$,
and from the Pythagorean Theorem $d_{l s}^{* 2}+\left(a_{l}^{*}-a_{s}^{*}\right)^{2}=$ $\left(a_{l}^{*}+a_{s}^{*}\right)^{2}$ we get
$a_{l}^{*}=\frac{d_{l s}^{* 2}}{4 a_{s}^{*}}=\frac{d_{l s}^{* 2}}{2 d_{s s}^{*}}$,
where variables with a star denote quantities corresponding to the effective particles.

The effective size ratio is given as:
$\lambda^{*}=\frac{a_{l}^{*}}{a_{s}^{*}}=\left(\frac{d_{l s}^{*}}{d_{s s}^{*}}\right)^{2}$
(see Fig. C.2). As one can see, the increase of the interaction range results in a decrease of the effective size ratio, in agreement with intuition. Surface coverage of the effective small and large particles equals
$\theta_{s}^{*}=\theta_{s}\left(\frac{a_{s}^{*}}{a_{s}}\right)^{2}=\theta_{s}\left(\frac{d_{s s}^{*}}{2 a_{s}}\right)^{2}$


Fig. C.2. Comparison of effective particle size ratios as predicted by two models of RSA for $\lambda=1$ (reference curve, the dashed line), $\lambda=2$ (squares), $\lambda=4$ (triangles). Open symbols refer to the model 2D - Eqs. (C.9) and (C.3) - and filled ones to the model 3D - Eqs. (C.9) and (C.5). The dashed line denotes identical 2 D and 3D results.
and
$\theta_{l}^{*}=\theta_{l}\left(\frac{a_{l}^{*}}{a_{l}}\right)^{2}=\theta_{l}\left(\frac{d_{l s}^{* 2}}{2 a_{l} d_{s s}^{*}}\right)^{2}$.
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